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Abstract. Recommendation systems have become increasingly popular
these days. Their utility has been proved to filter and to suggest items
archived at web sites to the users. Even though recommendation systems
have been developed for the past two decades, existing recommenders are
still inadequate to achieve their objectives and must be enhanced to gen-
erate appealing personalized recommendations effectively. In this paper
we present TMR, a context-independent tool based on topic maps that
works with item’s descriptions and reviews to provide suitable recommen-
dations to users. TMR takes advantage of lexical and semantic resources
to infer users’ preferences and thus the recommender is not restricted by
the syntactic constraints imposed on some existing recommenders. We
have verified the correctness of TMR using a popular benchmark dataset.
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1 Introduction

Machine learning, information retrieval, data mining, natural language process-
ing, and probabilistic models have been adopted for developing systems that
recommend items like books, songs, and movies, for example. Our proposed sys-
tem, TMR (Topic Map Recommender), is a semantic, ontological, and linguistic
enhanced recommendation system, wich takes advantage of natural language
processing (NLP) and semantic tools to provide personalized item suggestions
tailored to the preferences of individual users. Unlike its counterparts, TMR ex-
amines the “meaning” of textual item metadata, such as content descriptions
and reviews on items to be recommended, considered during the recommenda-
tion process, as opposed to simply syntactically analyse the words in the texts.
So, it is expected to lead to more suitable recommendations.

There are already some semantic and ontological approaches such as [2, 5].
TMR differs from them in the way the system generates abstractions of themes
and subject areas from items and user profiles. For this purpose, the system uses
topic maps, a kind of diagram that shows relationships between concepts within a
context. As a representation of a conceptualization corresponds to the definition
of an ontology [4], we can use techniques and methodologies from ontological
engineering to model these representations and work with them. Furthermore,
unlike its ontology-based counterparts, TMR does not depend on the availability
of a domain ontology, since it is not domain-dependent: ontologies in the form
of topic maps are automatically built by the system.



2 Angel L. Garrido, Sergio Ilarri

2 Our Proposed Methodology

The main idea is to represent both the user’s likes and dislikes and the items. We
will use topic maps to represent all this information, and we will compare the
corresponding topic maps in order to evaluate the degree of similarity between
the likes/dislikes of the user and the items. The more similar the representation
of an element is with respect to the representation of the profile of what a user
likes / disklikes, the more likely we are to recommend it / not to recommend it.

We use text descriptions of the items (the items that can be recommended
to the user, as well as the items that the user valued positively –likes– and
negatively –dislikes–) and other user’s reviews. All this information is contained
in natural language texts, so we need an information extraction tool to exploit
it. To obtain the relevant data in order to build the topic maps from text, TMR
adopts TM-Gen [3], which is a tool that extracts information from any number
of texts and represents them in a topic map format.

TM-Gen scans the texts to find the most important keywords and the main
named entities [13]. It divides the text into sentences and assigns them a rele-
vance score, in order to find those that are most important in the text. After-
wards, TM-Gen analyzes syntactically the sentences to find the best candidates
to be a topic, and then it establishes associations between them, creating the
relations. We have adapted this method to analyse the items’ descriptions in
TMR.

TMR examines the descriptions using Freeling1, an NLP tool. The system
then proceeds to extract concepts and the corresponding relationships among
them using the aforementioned techniques from TM-Gen. The different topic
maps obtained are merged into a single one using SIM (Subject Identity Mea-
sure) [8], an existing approach that describes the relationships among two sub-
jects or topics. As part of the topic map generation process, TMR performs a
semantic analysis of the topic map and simplifies it if the system finds redun-
dancies, incompatible associations, or ambiguities, using for this purpose lexical
databases (i.e., WordNet), Linked Data resources like DBPedia, and a disam-
biguation engine [10] (similar to that used in [11]).

TMR analyzes also each item review to find relevant information, which is
used to enrich the topic map of the item. As the language used in the reviews is
usually much less formal than the one employed in item descriptions, it is more
difficult to use parsers to extract information. For this reason, TMR lemmatizes
the texts in the reviews and extracts the most frequent keywords and named
entities using the well-known TF-IDF algorithm [12]. These extracted keywords
and named entities are incorporated into the topic map as new elements either
as topics or as relationships, by using Freeling’s morphological analyzer.

The next step in the TMR’s recommendation process is to construct a profile
of the user which captures his/her preferences, by examining the ratings that
he/she has previously assigned to other items. In doing so, TMR generates two
different topic maps: one for the likes (TMlikes), and another one for the dislikes

1 http://nlp.lsi.upc.edu/freeling/
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(TMdislikes). The texts used to build those topic maps are the ones describing
the corresponding data items.

The last step applied by TMR in making suggestions involves predicting
the degree to which a user will like (or not) a new item. TMR evaluates the
degree of similarity between the topic map of an item and each of the topic
maps that capture the likes and dislikes of the user. To calculate the similarity
between topic maps, TMR employs an algorithm we developed that evaluates
the resemblance between the topics of any two topic maps. This algorithm is
based on two measures introduced in [7]: lexical similarity and relation overlap;
while the first measure calculates the lexical overlap between strings, the second
one quantifies the degree to which the relations of two concepts in an ontology
match. Using Equation 1, TMR yields a score for an item on a [1, 10] range.

Rate(Item) = Norm[(Sim(TMlikes)− Sim(TMdislikes))] (1)

where Sim captures the degree of similarity between the corresponding topic
map of likes and dislikes and the one corresponding to the item, and Norm is a
function that maps the differences in similarity scores from a [-1, 1] range to a
[1, 10] range.

3 Experiments

To evaluate the performance of TMR, we have used the BookCrossing dataset
as a test case. BookCrossing is a popular benchmark dataset commonly-used to
assess the performance of book recommendation systems. We apply the popular
five-fold cross validation protocol. For each one of the five repetitions, 85% of the
books rated by a user U in a set of users BX were used to model U ’s likes/dislikes
(i.e., Utrain) and the remaining 15% (Utest) were used for actual testing.

In our empirical study, we quantified the performance of a recommender
system R using the Root Mean Squared Error (RMSE), as shown in Equation
2, which is a de facto metric for evaluating predictive recommendation systems.

RMSE(R) =

∑
U∈BX

√∑
b∈Utest

|RU,b−rU,b|
|Utest|

|BX| (2)

where RU,b denotes the rating predicted by R for a book b (∈ Utest) given the
corresponding user U , and rU,b is the actual rating given to b by U .

We executed each experiment five times, and the overall RMSE score is the
average of the RMSE scores computed for each repetition. In our experiments,
the RMSE score generated using TMR is 1.25. Its performance, in terms of
RMSE, is much higher than some baseline recommenders like SVD++ [6] (4.67)
and Bias-SVD [6] (3.94). If we compare TMR with other state-of-the-art recom-
menders like fLDA [1] (1.31), RLMF [1] (1.32), and uLDA [1] (1.35), we find
that our results are very promising, given the significant difference obtained with
respect to its counterparts.
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4 Conlusions and Future Work

In this paper we have presented TMR, a domain-independent recommender that
combines semantic and ontological techniques with NLP tools and lexical re-
sources to made recommendations suitable to the preferences/interests of each
individual user. In principle, TMR can work in any context where a textual de-
scription and textual reviews of the data items are available. We conducted an
empirical study with the BookCrossing dataset and obtained positive results.

Our intention now is to verify the generality of our solution. For this purpose,
we will evaluate the performance of TMR using other datasets to prove that
our system is indeed context-independent. Comparing the proposal with other
domain-specific recommenders in different contexts is also a relevant task of
future work, as we can expect a trade-off between the generality of the proposal
and its performance, that needs to be quantified.
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