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Abstract. The performance of classification models extremely relies on
the quality of training data. However, label imperfection is an inherent
fault of training data, which is impossible manually handled in big data
environment. Various methods have been proposed to remove label noises
in order to improve classification quality, with the side effect of cutting
down data bulk. In this paper, we propose a knowledge based approach
for tackling mislabeled multi-class big data, in which knowledge graph
technique is combined with other data correction method to perceive
and correct the error labels in big data. The knowledge graph is built
with the medical concepts extracted from online health consulting and
medical guidance. Experimental results show our knowledge graph based
approach can effectively improve data quality and classification accuracy.
Furthermore, this approach can be applied in other data mining tasks
requiring deep understanding.
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1 Introduction

For machine learning research, many researchers focus on improving learning
algorithms with least learning bias, thus the data quality has become the crucial
issue when it is given to a certain machine learning algorithm. Unfortunately,
real world data inevitably contains unexpected noises (i.e. label errors) which
can disturb the performance of classification in multiple aspects like accuracy,
modeling time and computing complexity. It proves that classification accuracies
almost decline linearly with the increase of noise level [1].

Most label errors in training data come from data entry errors, transmit errors
and subjectivity of taggers and so on. Data entry errors in large dataset are severe
and common. The noise level is usually around 5% or more [1]. Furthermore, it
seems difficult to avoid or even to cut down on the errors because there are no
standards or specifications dealing with data entry errors. Transmission errors
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take place in communication breakdown. Therefore, in order to increase the
accuracy, most of training data are labeled manually even if the people are very
subjective because of the knowledge limitation in specific domains. Even experts
and professionals are not absolutely confident about their labeling. Therefore, the
necessity of developing methods to remove or correct label errors is self-evident.

Many learning algorithms made label noised treatment mechanisms. For
example, pruning in decision tree algorithm can avoid over-fitting caused by
noises [2]. Still, when noise level is high, learning algorithms are not able to
effectively. Other methods try to handle the noises in data before classification,
including filtering noises and correcting noises.

This paper proposed an approach based on knowledge graph technique to
perceive and correct label errors in big data environment. Knowledge graph
is a concept proposed by Google3 for its search engine and other applications,
whose kernel is utilizing ontology to simulate entities and relationships in the real
world to help machine understand the world intelligently. The usage of knowl-
edge graph enable machines to better understand text documents [3]. Therefore
we introduce this concept in noise correction to better perceive the nature con-
ditions. We use big social data collected from medical Q&A web sites to validate
our approach for tackling label imperfection. Medical Q&A system serves for
online health consulting and medical guidance. A study reports 83% of Internet
users in the U.S. seek health information online [4] and health care system are
playing a much more essential role in the recent life [5].

Our approach implements the knowledge graph on a label correction method
raised by Teng et al. [6]. Concretely, Naive Bayes classifier is utilized to rec-
ognize and modify the error labels of training data. After label modification,
the noise level has proven to decline dramatically than before. Then we use the
modified data to construct classifier for classification rather than correction, and
the accuracy has improved than before. The main contributions of this paper
are outlined as follows:

• We build a knowledge graph base containing medical entities such as diseases
entities, symptom entities, medicine entities and their relationships from
large scale of Q&A healthcare web sites, using several knowledge extraction
techniques.
• We validate the effect of knowledge graph in tackling label imperfection

problem comparing with other approaches. Our approach is more effective
than other ways on improving classification quality and data quality.
• Our approach can be used for a relatively high noise level and still achieve

satisfying performance.

This paper is organized as follows. Section 2 reviews the most related works
in respects of label errors handling. Section 3 presents our approach to construct
knowledge graph base. Section 4 describes polishing and our knowledge graph
based combined approach. Section 5 describes the experimental performance and
measures the affection of depth of knowledge as well. Finally, we conclude and
discuss the possible directions of future works in Section 6.

3 http://www.google.com/insidesearch/features/search/knowledge.html
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2 Related Work

Over the course of the past 20 years, solving the problem of noises in the data has
been the considerable attention in the field of machine learning and data mining.
Most of learning algorithms developed mechanisms to diminish the impact that
noises bring to the classification performance. Pruning in a decision tree is used
to avoid overfitting caused by noise. Wilson et al. [7,8] applied several instance-
pruning techniques which can remove noise from the training set and reduce the
storage consumption. However, the performance of these learning algorithms
becomes very bad when the noise level is too high, and classification accuracy
declines almost linearly with the rise of the noise level [1].

As long as the noise exists in training data, the classification quality will be
affected severely. Thus, some approaches use filtering mechanisms to identify and
filter the noise examples before feeding them to the classifier. Wilson et al. [9]
attempted to filter the noise examples by using a 3-NN classifier and apply 1-NN
classifier on the filtered data. Aha et al. [10] proposed IB3(a version of instance-
based learning algorithm) to remove noise with lower updating costs and lower
storage requirements. Brodley et al. [11,12] used a set of learning algorithms to
construct classifiers as filters to dataset before feeding it to classifier and achieved
to significantly improvement for noise level up to 30%.

However, filtering noises enhances data quality at the cost of decreasing the
amount of data retained for training. It also seems petty and inappropriate
to discard error label data especially when the training data is difficult to re-
collect such as historical data [13]. Correcting the label error instead of simply
filtering them is a better approach that accomplishes both data quality and
data amount. Zeng et al. [6] proposed a method called ADE (automatic data
enhancement), which can correct label errors through numbers of iterations using
multi-layer neural networks trained by back propagation in the basic framework.
Teng et al. [13, 14] introduced a noise correction mechanism called polishing
and correct noises both in classes and attributes. Teng also compared polishing
with filtering and traditional approach of avoiding overfitting, and proved noise
correction recovers information not available with the other two approaches [14,
15]. Since we apply polishing as our basic method, more detailed description
about polishing will be presented in Section 4.1.

The approaches discussed above contain the following limitations: (i) Some
use filtering which may decrease the bulk of data. (ii) Most of these approaches
have no significant performance at a high noise level. (iii) Most of these works
only measured the promotion that their approaches bring to classification per-
formance, yet haven’t measured the exact values of data quality promotion.
Therefore, we propose an approach based on knowledge graph to tackle these
limitations.
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3 Knowledge Graph Building

3.1 Data Source

We use a big dataset over 1000GB collected from a Chinese medical social Q&A
website4 and Chinese Encyclopedia website Baidu Encyclopedia (BE)5 to build
a medical knowledge base. Figure 1 shows a glimpse of a few entities and rela-
tionships in the graph. The edge between a disease entity and a symptom entity
implies the disease seems to have a lot of symptoms. For example, gastritis
has diarrhea and vomit symptoms, and fatigue can be explained by anemia or
Parkinson. There are 3 types of entities in the knowledge graph, and two entities
of the same type cannot be connected directly. This assumption is justifiable.
Because in the real world, two diseases are related since they share several com-
mon symptoms. Two medicines are related since they can be both employed to
treat one disease. Their relationship is linked by other entities, not themselves
directly.

Besides, the Q&A archives are used to establish training data sets applied
for label correction. The Q&A archives contain nearly 20 million Q&A pairs in
which every pair contains the question put forward by patients and the answer
given by doctors and medical experts. The pair also contains departmental in-
formation about which hospital department the patient should seek help for. It’s
appropriate to use these data to validate our approach. We extract a training
example from each Q&A pair. Features are extracted from patients’ descriptions
in questions, and departments are used as labels in the correction phase.

 

vertigo 

vomit 

headache 

anemia 

aspirin influenza 

diarrhea 

gastritis 

fatigue 

Parkinson 

tremble 

phenothiazine 

disease symptom medicine 

Meniere's syndrome 

clarithromycin 

Fig. 1. A local structure of the medical knowledge graph

4 http://www.120ask.com
5 http://baike.baidu.com
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3.2 Entities Extraction

To build the knowledge graph base, we extract disease entities, symptom entities
and medicine entities. These are done by following steps:

• In the first phase, we use web crawling technique to acquire disease entities,
medicine entities from BE. As BE pages are well structured and tagged,
we adopt Maximum Entropy algorithm to classify these entities to broad
categories. After sorting out these entities and their categories, we obtain a
known entity set.

• In the second phase, we conclude linguistic patterns of entities and use these
patterns to find more entities in the Q&A archives. Bootstrapping on syn-
tactic patterns are frequently used to extract knowledge [3]. Chinese words
are composed of characters, and affixes (prefixes and suffixes, contains one
or more characters) usually have specific meaning about the type of words.
For example, medicine words ‘mizolastine’, ‘clemastine’ and ‘levocabastine’
all share the same suffix ‘stine’, because they are similar in chemical com-
position. So we use prefixes and suffixes concluded from the known entities
set to find more and more entities. After acquiring these new entities, we
conduct artificial selection to discard entities which do not belong to the
medical domain. Hence, we get a bigger set of entities than the first phase.

• Then we perform several iteration of the second phase and finally get a set
of nearly 30,000 disease entities and 30,000 medicine entities.

Since most patients describe their symptoms orally and informally, symptoms
cannot be extracted from encyclopedia web sites. We firstly use TFIDF [16] and
IG(information gain) techniques [17] to find words and phrases that are more
informative in the Q&A archives, and artificially select some symptom entities.
Then we use bootstrapping to seek more and more symptom entities. Finally we
obtain a set of nearly 4,000 symptom entities.

3.3 Relationship Extraction

In most of the existed knowledge bases such as Wikipedia6, Freebase7, YAGO8,
Wordnet9, the relationships between entities or relationships between entities
and their attributes are established manually by experts in related field. Our
knowledge base contains a relatively big amount of entities and we don’t have
professional knowledge in medical taxonomy. Therefore we adopt a method to
automatically extract relationships between entities from big data, whose details
will be discussed in Section 4.2.

In our opinion, the entity that occurs simultaneously in one Q&A pair that
has some relationships. We make an assumption that the more frequently entities

6 http://www.wikipedia.org
7 http://www.freebase.com
8 http://www.mpi-inf.mpg.de/yago-naga/yago
9 http://wordnet.princeton.edu
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occur simultaneously in Q&A pair, the stronger relationships they have. Hence,
we extract relationships between entities based on the co − occurrencerate of
entities. Details on co− occurrencerate are discussed in Section 4.2.

4 Mislabel Correction

As we mentioned above, polishing proposed by Teng et al. [13, 14] proves to
be quite well in mislabeled correction. The kernel of our approach is to adopt
polishing as the basic method and use information from the established knowl-
edge graph to adjust the weight of entity features in label correction phase. Since
knowledge graph represents the relationships of entity features, it can be utilized
to strengthen the more informative entity features and weaken the less informa-
tive entity features. We assume that the entity with more connection to other
entities and greater co-occurrence rates with others plays the more important
role in mislabeled correction. Thus, they should be endowed with more weight.

4.1 Polishing

The basic polishing algorithm comprises two phases: prediction and adjustment
[14]. The prediction phase aims at finding candidate training examples that are
suspected to control error labels, while the adjustment phase decides the final
changes into the candidates. The polishing algorithm can predict and correct
both attributes errors and label errors(i.e. class errors). In this paper, we use it
to correct label errors.

In the prediction phase, a chosen learning algorithm performs K-fold cross
validation. Teng et al. set K to be 10. The K-fold cross validation divides all
the examples in K groups called folds, and constructs K classifiers each using
K-1 folds as training set and the folding left out as the test set. If the K-fold
cross validation algorithm predicts a label inconsistent with the original label,
this sample will be added to suspected candidates.

In the adjustment phase, for each example of candidates set, K classifiers
constructed in the prediction phase are used to predict labels of this example. If
the predicted labels of K classifiers are identical and different from the original
label, polishing judges the new label to be the right one and modifies the example
using the new label.

4.2 Knowledge Graph

We define our knowledge graph to be a set of vertices (v1, v2, . . . , vm) and edges
(e1, e2, . . . , em). Each vertex represents an entity and each edge represents a
direct relationship between two entities. Direct relationship means a strong con-
nection between two entity vertices. For instance, a brief example of relation-
ships of several entities have been shown in Fig. 1, gastritis has symptoms of
vomit and diarrhea, so they are connected directly. And the relationship be-
tween Meniere′s syndrome and gastritis cannot be described, we only know
they share some common symptoms, so their relationship is indirect.
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We define distance as the shortest path length between two vertices. distance
between any two vertices can be computed once the length of any edges is known.
The length of edge is computed using the formula:

length(vi, vj) =
1

co− occurrence rate(vi, vj))
(1)

co − occurrence rate can measure closeness of two entity vertices if they
have direct relationship. The smaller length is, the larger co− occurrence rate
is, meaning the relationship between two entity vertices is closer. The co −
occurrence rate is computed from the Q&A data according to the formula:

co− occurrence rate(vi, vj) =
2 ∗ nij
ni + nj

(2)

Here vi, vj represents any two entity vertices. nij represents the number of
Q&A pairs in which vi and vj occur simultaneously, ni defines the account of
pairs in which vi occurs, and nj defines the number of pairs in which vj occurs.
Apparently the co− occurrence rate is maximum value 1 if two entities always
occur simultaneously in Q&A pair. If co− occurrence rate is below a threshold
M , we assume the two entity vertices have no direct relationship, thus no edge
existing between them.

Also, we define related degree to measure relationship closeness between
two vertices even when they are not directly connected in the knowledge graph
(namely no edge between them).

related degree(vi, vj) =
1

distance(vi, vj)
(3)

Obviously related degree is equivalent to co − occurrence rate when there
is an edge directly connecting two entity vertices. distance is computed using
Dijkstra Shortest Path algorithm [18]. And we define step(vi, vj) as the edge num
of the shortest path between vi and vj . step measures the depth of knowledge
we dig in the graph.

One advantage of knowledge graph is that we can extend or modify the graph
once we grasp new knowledge through science researches. When we discover a
new disease, we add it into the graph and connect it to other symptoms or
medicines based on the information we know about it. And if the latest medical
research shows some kind of medicine can help treat a disease, which hasn’t been
applied before, we can connect them and endow them some kind of relationship.

4.3 Weight Adjustment

Numerous feature weighting methods have been applied to classification and
prove to have a promotive effect on classification accuracy. These methods in-
clude information gain (IG), term frequency-inverse document frequency (TFIDF),
mutual information (MI), χ2 statistic (CHI) [17]. Most of them depend on statis-
tical analysis on training data to select and strengthen the informative features.
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When applying these methods in label correction, the noise part of training
data probably interferences the outcome when the noise level is relatively high.
Therefore we use knowledge graph to adjust weights of entity features, because
knowledge graph has several advantages as below:

• Knowledge graph technique is able to mine deep relationships among fea-
tures, while traditional statistical methods simply analyze shallow relation-
ships among features.

• Knowledge graph is similar to a real world model. It is more reasonable and
precise to simulate relationships.

• The knowledge cannot only be extracted from corpora but also come from
scientific knowledge and latest research, which makes the graph to be exten-
sible and renewable.

Specifically, we compute the weights of entity features according to the for-
mula:

weight(vi) =initial weight+ α
∑

vj∈V,vj 6=vi

related degree(vi, vj),

∀step(vi, vj) < MAXSTEP

(4)

V is the vertices set in the graph and MAXSTEP is defined as the depth of
relationships we mine. We define initial weight to be 1, and α is the adjustment
factor to control the impact of knowledge graph to feature weights. MAXSTEP
sets a limit to which vertices to be considered when computing the weight of a
vertex, namely the analysis depth of knowledge graph. We believe the weight is
more specific if the depth goes deeper. However, there is a tradeoff between anal-
ysis depth and computational complexity because the related vertices number
is quite large when we analyze graph quite deeply. We will conduct experiments
about the effect of knowledge depth on correction labels in the Section 4.2.

4.4 Combined Algorithm

Our approach combines polishing and weight adjustment by knowledge graph
to correct noise labels in training examples. We use Multinomial Naive Bayes
(MNB) classifier as the basic classifier in K-fold cross validation. We choose
MNB because it proves to be both efficient and accurate for text classification
tasks [19]. Still, MNB makes a poor assumption that features of examples are
independent of others, which are clearly unreasonable in most real-world tasks.
We adjust feature weights in MNB classifier according to knowledge graph to
compensate for this assumption. Weights of entity features are calculated ac-
cording to formula (4) and weights of other features are defined as 1. When
corrupt training data is prepared, we adjust the weight of features in the train-
ing examples, and get the adjusted training data. Then we utilize this data to
follow the same procedures for polishing in Section 4.1. We also set K to be 10
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in the K-fold cross validation. Afterwards we can obtain data corrected by our
combined approach. Experiments of our combined approach to medical Q&A
data will be revealed in the following section. We will evaluate the effect of our
approach on both classification accuracy and data quality promotion.

5 Experiment and Evaluation

This section provides empirical evidence that our knowledge graph based ap-
proach is effective in improving data quality and classification scores.

5.1 Data sets

Table 1. the format of Q&A pairs

description answer department

I’m 23 and my hands always
shake...and it gets worse when I’m
nervous. . .

There are many reasons for your
shaky hands. It’s hard to guess
it. . .

neurology

I play badminton and when I use
backhand serve, my hand tremble.
My brachioradialis hurts too. . .

It may be caused by overexercise, I
suggest you see a bone surgery
doctor to . . .

surgery

As we mentioned above, our data is extracted from a huge set of nearly 20
million medical Q&A pairs. The format of data is specified in Table 1, each
example has a description text which patients depict about their circumstances
and symptoms, and each example has a department label showing the depart-
ment where this patient should be treated. The description text of Q&A pair is
usually short, less than 200 characters. The whole data sets contain more than
10 departments, Table 2 shows the department names and their probability dis-
tribution. We use our approach to obtain and correct the error department labels
in training examples. Since the corpus is in Chinese, we use several NLP meth-
ods specialized in handling Chinese text: tokenizing Chinese text and transfer
traditional Chinese characters to Chinese simplified characters. Afterwards, we
extracted approximately 200,000 features from the raw data. Finally, we get
nearly 9,725,000 training instances.

In order to obtain the corrupt data, we artificially corrupt the data with
random label noises. In the following subsections we will conduct our approach
with different noise levels.

5.2 Evaluation Measures

As Teng et al. points out, there are two kinds of measurement methods to eval-
uation label correction [13]. One method aims at finding out to what degree the



10 M. Guo et al.

Table 2. department labels and their distribution

department distribution

obstetrics and gynaecology 26.6%
internal medicine 20.4%
surgery 11.3%
pediatrics 9.9%
dermatology 7.9%
ophthalmology and otorhinolaryngology 5.8%
neurology 5.5%
psychology 5.1%
traditional Chinese Medicine 3.1%
infectious diseases 1.9%
oncology 1.9%
plastic surgery 1.0%

label correction improves classification score, including accuracy, F1 score, F2
score etc. We choose accuracy as the measure metric to evaluate the classifi-
cation quality improvement after label correction. The other method measures
the data quality in a classification-independent way, considering we may want to
put the corrected data in additional uses other than building classifiers. Unlike
the Net Reduction and Correct Adjustment used by Teng [13] to measure re-
duction in attribute noises, we use different metrics to evaluate the data quality
promotion. These metrics are noise reduction rate, precision and recall. As
our approach and in polishing correct labels by the judgement of 10 classifier
voters, the changes made to the examples are not always right. So these metrics
are used to evaluate these changes. noise reduction rate(NRR) is defined in (5)
and measures the noise level decrease after label correction. precision measures
the percentage of right changes in the whole changes made by label correction
approaches. recall measures the percentage of error labels which is actually cor-
rected. It’s obvious that noise reduction rate most intuitively reflects the data
quality promotion.

NRR = noise level in origin data− noise level in corrected data (5)

We use three methods: Unpolishing, Polishing and Polishing + KG in
classification accuracy comparison. Unpolishing approach uses the unmodified
corrupt data to build classifier. Polishing approach uses the data corrected by
polishing method to build classifier. And Polishing+KG approach uses the data
corrected by our approach to build classifier. All the three approaches are applied
in accuracy comparison, and the latter two are applied in mislabeled reduction
rate comparison. In addition, we set MAXSTEP to 1 in Polishing+KG when
compared with other two approaches.
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Fig. 2. A comparison accuracy on data by Unpolishing, Polishing and Polishing +
KG on the medical Q&A data set

5.3 Classification Accuracy

We compare the classification accuracy on training data produced by three ap-
proaches mentioned above. For each approach, 10-fold cross validation is per-
formed on data to obtain classification accuracy. In each trial, nine folds are
used for training data to test the accuracy of the rest fold. The final accuracy is
the average accuracy of 10 trials. Here we use cross validation to evaluate classi-
fication accuracy, different from label correction phase where cross validation is
used to pick up candidates and construct classifiers as voters. We choose cross
validation to validate accuracy because it can reduce the risk of overfitting on
the test set.

Figure 2 shows the comparison of three approach on classification accu-
racy at different noise levels. For Unpolishing approach, accuracy declines al-
most linearly with the noise level increase. At most cases, the improvement of
Polishing and Polishing + KG on Unpolishing is quite significant, the per-
formance of Polishing is 10% - 30% higher than Unpolishing, while our ap-
proach Polishing + KG acquires accuracy usually 1% - 4% higher than the
pure Polishing. We can see noise data cut down accuracy dramatically when
no correction is conducted. Polishing corrects part of the error labels and pro-
vides a much higher accuracy. Furthermore, Polishing + KG approach mines
the relationships between entity features and endows more weights to the more
informative ones, so it achieves better accuracy score than Polishing. Particu-
larly, at noise level of 0%, the improvements of Polishing and Polishing+KG
are both not remarkable, Polishing is merely 0.3% higher than Unpolishing,
and Polish+KG is 1.3% higher than Unpolishing, we believe Polishing+KG



12 M. Guo et al.

also has effect on improving classification accuracy even when data is nearly
noise-free.

5.4 Data Quality Promotion
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Fig. 3. A comparison of noise reduction rate by Polishing and Polishing + KG on
the medical Q&A data set

We compare the classification-independent metrics to test data quality pro-
motion by Polishing and Polishing +KG approach. When we artificially cor-
rupt the data, we have made a mark to every example what is the real label
of it. After label correction by two approaches, we check the precision, recall
and noise reduction rate depending on these marks. We use noise reduction rate
as the main metric on data quality promotion, while the other two help us to
understand and explain the relevant promotion.

Figure 3 shows noise reduction rate by two approaches. The noise reduction
rate of Polishing + KG is approximately 1% - 4% higher than Polishing. It
seems odd that the noise reduction is negative at noise level of 0%, which means
the noises increase after label correction. However, this phenomenon can be
explained. At noise level of 0%, we assume data to be noise-free, while data
can’t be completely noise-free in real-world. So it is reasonable that Polishing
and Polishing + KG has modified some labels which are quite possibly error
labels. Generally speaking, it is shown that Polishing has enormous significance
in data quality promotion and Polishing+KG achieves better performance on
the basis of Polishing.

Figure 4 shows the precision and recall. We do not considerate precision and
recall at noise level of 0% because it’s meaningless. At most noise levels, precision
of Polishing+KG is less than Polishing, however the recall of Polishing+KG



A Knowledge Based Approach for Tackling Mislabels 13

10 20 30 40 50 60 70

82

84

86

88

90

92

94

96

P
re

ci
si

on
 (%

)

Noise level (%)

 Polishing
 Polishing+KG

10 20 30 40 50 60 70
20

30

40

50

60

70

80

R
ec

al
l (

%
)

Noise level (%)

 Polishing
 Polishing+KG

Fig. 4. A comparison of precision, recall by Polishing and Polishing + KG on the
medical Q&A data set

is much higher than Polishing. Usually precision and recall have a contradictory
relationship that precision decreases along when recall increases. So it’s reason-
able that Polishing+KG has a lower overall precision. When the noise level is
quite higher, the precision and recall of Polishing + KG are both higher than
Polishing. We assume this is caused by that knowledge diminishes the interfer-
ence of noises, the effect is more remarkable when the noise level is higher.

5.5 Knowledge Depth Affection

Fig. 5. Knowledge depth affection on accuracy
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We conduct an experiment of how knowledge depth affects the results. Ac-
cording to (3), we adjust the entity weights by computing closeness of an entity
to other entities. We believe the bigger MAXSTEP is, the more precise weights
will be generated. This thought is driven by that we get more information about
something when we recognize it more deeply. Figure 5 shows the accurate com-
parison of different knowledge depth from 1 to 3. The accuracy improves 0-1.3%
when knowledge depth grows from 1 to 2 at different noise levels, while the accu-
racy improvement is insignificant when depth grows from 2 to 3. When knowledge
depth grows, the amount of relationships of one entity to others grows rapidly
and more weights are endowed with the more informative ones. The results show
deep knowledge perception can enhance classification performance.

6 Conclusion

In this paper, we present a knowledge graph based approach combined with pol-
ishing to handle label imperfection problem. This method is distinct from previ-
ous statistical methods in that it tries to recognize the data in a way similar to
the real world. Experimental results demonstrate our approach has an impact
on boosting classification performance and data quality. It can effectively correct
mislabeled even under the circumstance of a quite high noise level of approxi-
mately 60%. Beside handling the noise data, the knowledge graph technique we
used can be applied in feature selection in classification as well.

Our future work will be focused on ameliorating the graph by establishing
more types of entities and more detailed relationships in it. More researches
will be conducted to recognize data noises in a more human-like rather than
machine-like approach. In addition, we shall apply our approach to other fields
such as social networks and business data analysis.
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