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Abstract. We detail the solution of team uniandes1 to the ESWC 2014
Linked Open Data-enabled Recommender Systems Challenge Task 1
(rating prediction on a cold start situation). In these situations, there
are few ratings per item and user and thus collaborative filtering tech-
niques may not be suitable. In order to be able to use a content-based
solution, linked-open data from DBPedia was used to obtain a set of
descriptive features for each item. We compare the performance (mea-
sured as RMSE) of three models on this cold-start situation: content-
based (using min-count sketches), collaborative filtering (SVD++) and
rule-based switched hybrid models. Experimental results show that the
hybrid system outperforms each of the models that compose it. Since
features taken from DBPedia were sparse, we clustered items in order to
reduce the dimensionality of the item and user profiles.
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1 Introduction

Recommender systems (RS) are automatic agents that attempt to suggest new or
interesting items to users. A number of different algorithms have been proposed
to improve the performance of recommender systems, which can be classified in
two groups: collaborative-filtering techniques and content-based filtering tech-
niques. Collaborative-filtering techniques (CF) are based on the fact that similar
users like similar items and thus base their predictions in the ratings provided
by similar users. Content-based techniques (CB) build a user profile of interests
based on the features of the items the user has rated. On cold-start situations,
when items have few ratings, neither system can perform well. This is because
they don’t have the amount of data needed to find either true similarities among
users (CF) or to construct the user profiles (CB).

In these circumstances, more data is needed, either to describe the items or
the users. Thanks to linked open data initiatives, information about items can be
found on the web. Task 1 of the linked open data enabled recommender systems
challenge purpose was to predict the rating a user would give to an item in a



cold-start situation. In order to be able to use a CB solution, linked-open data
is used to obtain features that describe items in machine-readable format.

The paper is organized as follows: we describe the provided dataset, the
performance metric used to evaluate the predictions, give an overview of the
proposed solution and discuss the obtained results.

Dataset description The DBbook dataset contains 75559 ratings of 6166
books by 6181 users. The possible ratings that a user can assign to an item
are O = {0, 1, 2, 3, 4, 5}. The ratings file has 3 fields: a user id, an item id, and
the rating. Each item has been rated by at least one user, but the evaluation set
includes some books not rated in the training set, representing a cold-start sit-
uation. The dataset also provides a mapping of each item id to a DBPedia URI
which gives access to a semantic description of items. Given this description, we
can define each book with a set of concepts Ci taken from DBPedia. We use the
following concepts to describe a book: author, categories, literary genres, and
subject. Figure 1 depicts the feature extraction process. The feature space size
is 14001 concepts. Each book has an average of 16.49 features with standard
deviation (std) of 6.18. Each feature appears in an average of 9.62 books with
std of 118, and a max of 4030.

Fig. 1: Semantic Features Extraction

2 Prediction Model

Burke [1] describes different ways in which recommender system models can
be combined. The switched strategy maintains different models in parallel and
reports to the user the prediction of the model with higher confidence. We use
as base model a widely known CF algorithm (SVD++) (Section 2.2). However,
since traditional CF systems usually make incorrect predictions when no previous



ratings about the item are known, the prediction of the switched hybrid model
on cold-start situations is delegated to the CB model explained in Section 2.1.
The measure used to evaluate the predictive performance of the system is the
Root Mean Square Error (RMSE). Let T be the rating set of a hold-out set (test
set), Tui, the rating that the user u gave to item i and ˆrui the model prediction,

the RMSE is defined as RMSE :=
√

1
|T |
∑
Tui∈T (r̂ui − Tui)2. In the remainder

of this section, we will describe the models that take part in our system.

2.1 Content Based model

On a CB model, a user u has a profile with a list of non duplicate concepts
Cu and a set of |O| vectors wo ∈ R|Cu|, o ∈ O. For each example of user-item
interaction, each of the concepts that are related to the item (Ci) are considered
for addition into the user’s list Cu. We use an inclusion policy using a sliding
window min-count sketch structure [2] based on the work developed in [4]: All
concepts seen by the user at least N times during the window duration of the
sketch are present in the user’s list, and the size of the vectors wo is updated.
After modifying the list and the wo vectors’ length, the weights of the vector are
adjusted using a stochastic logistic regression strategy. Let rui ∈ O the rating
user u gives to item i and mui = meta(Ci×Cu)→ R|Cu| a function that takes the
concept set of an item and converts it into a binary vector where each coordinate
is 1 if the user’s concept belong to the items list (mui[f ] = 1Cu[f ]∈Ci

). For
each vector wo O, we predict σ(〈wo,mui〉) and update each of the vectors as in
wou ← wou−γ(σ(〈wo,mui〉)−1rui=o)mui, where σ(c) is the sigmoid function. The

rating prediction under this model is calculated as in r̂ui =
∑

o∈O σ(〈wo,mui〉)×o∑
o∈O σ(〈wo,mui〉)

Feature Generation and evaluation We use DBPedia to retrieve book fea-
tures as described in section 1. Using all the retrieved features the predictor
performance was lower than expected and, as shown in Figure 2, if we increase
the minimum inclusion rate, the performance declines. A quick evaluation of the
features shows that some of them are highly correlated, which led us to con-
sider that clusters of features may provide more information to the predictor.
We created clusters of features by co-occurrence, using k-means with cosine dis-
tance, convergence delta of 0.01 and 200 iterations. Figure 3 depicts the dataset
generation process.

We vary the number of clusters (k) and measure the performance against the
test set. In Figure 4a, we can see that the predictor performance using clusters is
better than using all the extracted features. Although with 23 clusters we have
a slightly better result against the test set, we use the 50 clusters because this
had better performance using the evaluation tool.

With these 50 clusters as features, each book has an average of 2.1 features
with a std of 0.57. Each feature appears on average in 344 books, with a std of
1332. When trained with these new features, the predictor improves its perfor-
mance notably with a min inclusion rate of 2, as shown in Figure 4b. The best
RMSE with the content-based predictor on the evaluation tool was 0.969.



Fig. 2: RMSE vs inclusion rate for
book features Fig. 3: Content Based Dataset Genera-

tion

(a) All features vs different cluster’s size
(b) With 50 clusters changing the minimum
inclusion rate

Fig. 4: Content Based predictor performance using clusters

2.2 Collaborative Filtering model

The SVD++ algorithm [3] prediction rule uses the global average of ratings
(µ) and the bias or deviation from the mean for each user (bu) and each item
(bi) as model parameters. In order to account for the user-item interaction the
SVD++ model represents each user as a vector xu and each item as an vector
yi ∈ Rk . Each item is represented by an extra vector zi ∈ Rk that is used by
the prediction rule to represent the items the user has rated into her profile. Let
R(u) the set of items the user u has rated, the prediction under the SVD++

model is given by r̂ui = µ + bi + bu + yTi

(
xu + |R (u)|− 1

2

∑
j∈R(u)

zj

)
. When an

item has not been seen by the system, the prediction rule only uses the sum of
the global mean and the user bias. Parameters of the model are learned using a
regularized stochastic gradient descent strategy.

3 Model validation

To test the performance of the hybrid model, we generated 5 datasets with
approximately 80% for training and the 20% for testing, each of these datasets
had a different percentage of cold-start ratings varying from 5% to 25%. The
model delegates the prediction to the CB model only when it has not seen the
item before. Fig. 5 shows the RMSE of the hybrid model as the number of
new items in the test set increases. The results show that the hybrid model
outperforms CF for a low number of cold-start items.



Fig. 5: RMSE of the hybrid model vs SVD++ on cold-start

4 Conclusions

We have described our approach to improve the performance of recommender
systems using linked open-data that is freely available on the web. Open data
provides descriptions of items that help the recommender system understand
better why a user likes an item (a user may like a book because of its author,
its literary genre, its main subject, etc). This approach can help alleviate the
new item cold-start problem. However, users may like items based on subjective
features such as tone which are not provided in the open-data repositories used.
For this reason, we proposed an hybrid model based on rules that uses a pure
collaborative approach when enough ratings are present, and uses a content-
based approach in the other cases. Our model had a RMSE of 0.8787 against the
quiz set provided by the challenge. Open-data such as data from social-networks
can also be used to describe users and calculate similarities of new users based on
this data. This could further improve the performance of recommender systems
under a new-user cold start problem.
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